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Der Zugang zur Deepfake-Software ist sehr einfach, manchmal sog
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Wie Firmen sich gegen

Deeptakes wehren konnen

Kiinstliche Intelligenz Die Bedrohung durch Betrug mit KI nimmt zu und fuhrt in der
Wirtschaft zu Milliardenverlusten. Unternehmen mussen sich organisatorisch wappnen.

Bernhard Kislig

Anfang 2024 erhielt eine Buch-
halterin in der Hongkonger Nie-
derlassung des international ta-
tigen Planungs- und Beratungs-
unternehmens Arup Group per
Videoanruf Anweisungen ihres
Finanzleiters und weiterer Fiih-
rungskrifte aus dem Hauptsitz
in London. Sie forderten sie auf,
eine Uberweisung an ein externes
Konto zu titigen. Was sie nicht
wusste: Alle Personen waren mit
KI generierte Filschungen. Be-
triiger hatten deren Erscheinung,
Mimik und Stimme tduschend
echt simuliert. Die Mitarbeiterin
liberwies umgehend 25 Millionen
US-Dollar, die sofort weitertrans-
feriert und somit verloren waren.

Dieses Beispiel fiir Deepfake-
Betrug per Live-Video zeigt das
Schadenspotenzial dieser Tech-
nologie. Deepfakes sind mit
kiinstlicher Intelligenz erzeug-
te Medieninhalte — meist geht
es um Videos, Audiodateien oder
Bilder. Das «Fake» steht fiir Fil-
schung.

Neue Dimension des Betrugs

Solche Vorfille unterstreichen
die neue Dimension des Betrugs:
Die Opfer handeln selbst, iiber-
zeugt von der Echtheit der Mani-
pulation. So hebeln Betriiger die
klassischen Sicherheitsvorkeh-
rungen aus. Unternehmen stellt
dasvor neue Herausforderungen.

Das Wirtschaftspriifungs- und
Beratungsunternehmen Deloitte
schétzt, dass allein in den USA
die Schiden durch Deepfake-
Betrug bei Unternehmen von
12,3 im Jahr 2023 auf 40 Milliar-
den Dollar im Jahr 2027 zuneh-
men. Das in der Identitdtsveri-
fikation titige Unternehmen Re-
gula fiihrte in den Jahren 2022
und 2024 internationale Um-

fragen zu solchen Betrugsfil-
len durch. Das Ergebnis: Der
durchschnittliche Schaden durch
solche Betrugsfille je Unterneh-
men stieg in diesem Zeitraum
von 230’000 auf 450’000 Dollar.
Bei Finanzinstituten lag er hoher.

Der Grund fiir den Anstieg ist
der einfache Zugang zur Techno-
logie. Die dafiir notwendige Soft-
ware ist in der Anwendung nicht
kompliziert — viele Produkte ste-
hen sogar kostenlos zur Verfii-
gung. Und dank zunehmend aus-
gefeilter Technologie wirken die
Ergebnisse je linger je tiberzeu-
gender. So ist es heute beispiels-
weise moglich, nicht nur Stimme
und Tonlage, sondern beispiels-
weise auch den Akzent einer
fremden Sprache nachzuahmen.
Bild und Ton schaffen Vertrauen.
Zudem provozieren Betriiger in
der Regel Zeitdruck und emoti-
onalen Stress: Die angeblichen
Vorgesetzten beschreiben eine
Notsituation, die sofortiges Han-
deln erfordert. Angestellte z6-
gern dann eher, die dringenden
Anweisungen zu hinterfragen.

Die schnelle Entwicklung und
Zuginglichkeit von Deepfake-
Technologien stellt traditionel-
le Sicherheits- und Kontroll-
systeme vor Herausforderungen.
Bislang verliessen sich Unter-
nehmen auf etablierte Verfah-
ren zur Verifizierung von Identi-
tdten und zur Authentifizierung
von Kommunikationen. Dazu
gehoren biometrische Merkma-
le, visuelle Dokumentenpriifun-
gen oder Stimmabdrucksysteme
beim Telefonbanking. Deepfakes
zielen jedoch genau auf diese
Schwachstellen ab. Kiinstlich er-
zeugte Gesichter konnen Passfo-
toqualitit erreichen und Blinzeln
oder Kopfbewegungen simulie-
ren, wodurch einfache Checks
umgangen werden.

Kiinstlich erzeugte
Gesichter konnen
Passfotoqualitat
erreichen und
Blinzeln oder
Kopfbewegungen
simulieren.

Rechtsanwalt Fabian Teichmann
von der Teichmann International
AG hat sich in einem Beitrag in
der juristischen Fachzeitschrift
«Jusletter» mit der Frage aus-
einandergesetzt, wie sich Un-
ternehmen gegen Betrugsversu-
che mit Deepfakes wehren kon-
nen. Er nennt unter anderem
die nachfolgenden organisato-
rischen Massnahmen und tech-
nischen Hilfsmittel:

— Striktes Vieraugenprinzip:
Bei ungewohnlichen Zahlungs-
aufforderungen sollte es Pflicht
sein, bei einer anderen Person
eine Zusage oder iber andere Ka-
nile eine schriftliche Bestatigung
einzuholen. Ein Riickruf darf nur
iber eine bekannte Nummer er-
folgen und nicht tiber einen Kon-
takt, den Vorgesetzte im Video-
call nennen. Unternehmen kon-
nen zudem fiir Notfille auch ein
Codewort vereinbaren, das Be-
triiger nicht kennen.

— Mitarbeiterschulungen: Ins-
besondere Mitarbeitende, die
Zahlungen auslésen konnen,
sollten regelmassig Schulungen
zu Deepfake-Betrugsmethoden
besuchen. Simulationsiibungen
konnen das Bewusstsein schir-
fen. Mitarbeitende miissen sich
zutrauen, auch Anweisungen von
ihren Vorgesetzten zu verifizie-
ren, und die dafiir notwendige
Riickendeckung erhalten.

— Zuriickhaltung bei sozialen
Medien: Schon wenige gespro-
chene Worte konnen ausreichen,
um mit KI eine Stimme zu imitie-
ren. Es ist ratsam, wenn Verant-
wortungstriager in sozialen Me-
dien mit Video- und Bildmaterial
zuriickhaltend umgehen.

— Erkennungssoftware: Soft-
ware, die Videos und Bilder auf
typische Artefakte oder Inkon-
sistenzen scannt, kann helfen,
Verdachtsmomente auszuldsen.
Diese Software kann Deepfakes
aber nicht mit absoluter Sicher-
heit erkennen.

Priifmethoden erginzen

Neben dem «CEO-Fraud», bei
dem ein angeblicher Geschifts-
fiihrer per Videocall eine Zahlung
veranlasst, besteht ein weiteres
Risiko fiir Finanzdienstleister.
Bei der Online-Kontoer6ffnung
konnen Kriminelle mit KI tdu-
schend echt gefilschte Ausweis-
dokumente erstellen. Auch Vi-
deoaufnahmen beim Identifi-
zierungsprozess lassen sich
kiinstlich erstellen.

Banken miissen traditionel-
le Priifmethoden erginzen, um
durch KI erstellte Filschungen
zu erkennen. Teichmann emp-
fiehlt auch technische Hilfsmit-
tel, die kiinstlich erstellte Aus-
weisfotos erkennen konnen. Die-
se erkennen etwa ungewoOhnliche
Artefakte oder stellen fest, wenn
ein Bild in einer 6ffentlichen Da-
tenbank vorhanden ist. Letzteres
kann ein Indiz fiir eine Filschung
sein. Hilfreich ist auch eine erwei-
terte Dokumentenpriifung, die
etwa Hologramme auf Ausweis-
papieren einbezieht. Dies kom-
biniert mit einer Zweitpriifung
durch Menschen bei Unstimmig-
keiten. Mehr Sicherheit schafft im
Zweifelsfall eine zusitzliche Iden-
tifikation am Schalter.



