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Portée par le Genevois Axel Ma-
zolo, expert en gouvernance de
l’intelligence artificielle (IA), la
fondation GenevaAI Governance
Institute (GAIGI), dont la créa-
tion est prévue à la rentrée 2025,
est une initiative qui pourrait
marquer une étape stratégique
dans la régulationmondiale des
technologies dites sensibles.

D’après l’initiateur, on en-
tend par technologie ou IA sen-
sible un système d’intelligence
artificielle dont la prise de dé-
cision ou les éventuels dysfonc-
tionnements peuvent impacter
de manière significative la san-
té, la sécurité, les libertés indivi-
duelles ou la continuité des ser-
vices vitaux.

Besoin normatif croissant
Dans un contexte où les applica-
tions de l’IA se multiplient dans
la défense, la santé ou encore les
infrastructures vitales, cette fon-
dation vise à répondre à un be-
soin normatif croissant.

Première du genre, la fon-
dation n’émettra pas de certi-
fications directement. Elle se
concentrera sur l’accréditation
des organismes certificateurs à
travers le monde, sur la base de
standards techniques, éthiques
et de gouvernance élaborés à Ge-
nève. Cette approche innovante
vise à instaurer une couche de ré-
gulation neutre et transparente,
tout en assurant un contrôle de
qualité permanent via des audits
réguliers. L’enjeu: garantir la fia-
bilité et la sécurité des systèmes
d’IA dites sensibles.

Au niveau de son organisa-
tion, la gouvernance de GAIGI
est conçue pour refléter les va-
leurs de neutralité helvétique:
un conseil d’administration de
haut niveau, rassemblant des
personnalités influentes issues
d’ONG internationales, du sec-
teur industriel, de la défense, du
droit et de la recherche acadé-
mique. À cela s’ajoutent des co-
mités spécialisés, couvrant les
aspects techniques, éthiques et
de conformité. Le tout sous su-

pervision exclusive de l’autorité
cantonale genevoise, sans pos-
sibilité de délégation à des ins-
tances fédérales ou étrangères.

Connu pour ses prises de po-
sition sur les dangers de l’au-
tomatisation militaire et son
plaidoyer en faveur d’une gou-
vernance éthique de l’IA, Axel
Mazolo s’est imposé comme une
voix influente dans les débats
sur les applications sensibles
de l’intelligence artificielle. Il a
publié et collaboré avec divers
groupes de réflexion autour des
politiques de sécurité algorith-
mique. Il promeut une vision où
la Suisse, et plus précisément
Genève, peut jouer un rôle pivot
en offrant un cadre de référence
indépendant face à la fragmen-
tation normative internationale.

Stratégie et ambitions
Cette annonce intervient alors
même que Genève, qui vient
d’accueillir plusieurs événe-
ments majeurs dédiés à l’intel-
ligence artificielle, affiche claire-
ment son ambition de jouer un

rôle central dans la gouvernance
du numérique. L’initiative s’ins-
crit ainsi dans une stratégie plus
large portée par les autorités lo-
cales: faire de la cité lémanique
un centre mondial de la régula-
tion technologique. La neutralité
helvétique, combinée à l’écosys-
tème onusien et académique lo-
cal, offre un terrain unique pour
structurer des normes transver-
sales capables de dépasser les ri-
valités géopolitiques.

Alors que l’Union euro-
péenne, les États-Unis ou encore
la Chine adoptent des cadres na-
tionaux parfois contradictoires,
le GAIGI propose une voie mé-
diane: une infrastructure de
confiance, neutre, flexible et ri-
goureuse. Si cette vision s’im-
pose, Genève pourrait devenir
la capitale mondiale de l’enca-
drement des intelligences arti-
ficielles à haut risque – avec, en
chef d’orchestre, une fondation
locale ancrée dans l’esprit de Ge-
nève et déterminée à faire de la
gouvernance technologique un
pilier de la sécurité globale.
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